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We start learning when we are born...
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Alan Turing posed it this way "Can machines thinke"

We now prefer to pose it as "Can machines do what we (as
thinking entities) can doe¢*

The name machine learning was coined in 1959 by Arthur Samuel
Tom Mitchell’s definition is the one we will use

"A computer program is said fo learn from experience E with
respect to some class of tasks T and performance measure P if its
performance at tasks in T, as measured by P, improves with
experience E.”

-- Tom Mitchell
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Categories of Learning

Supervised Learning

Input data includes label (desired
solution) which is used to “frain” the
system

Unsupervised Learning
Input data is not labeled

Semisupervised Learning
Some input data is labeled and some is
Nnot

Reinforcement Learning

System interacts and receives rewards or
penalties based on decisions to
determine a strategy (called a policy)




Deep Learning

Deep

Learning




Deep Learning comparison

Machine Learning
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Schematic of a biological neuron.



Inputs  Weights Net input Activation
function function

Schematic of Rosenblatt’s perceptron.
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Unit step 8(z2) =7 -1 otherwise.

lifz=20
g(z) = 0 otherwise.
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A selection of commonly used activation
functions for artificial neurons.
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Classification — My strengths
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Clustering -- k-means algorithm

(Randomly pick k centroids from the sample points as initial cluster centers
Repeat
Assign each sample to the nearest centroid
Move the centroids to the center of the samples that were assigned to it

Until cluster assignments do not change or tolerance or maximum iterations
reached
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Some JS Clusters
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Sometimes...we have to “un’learn
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